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T HE processes in training and 
assessment that ensure that a 

physician will be capable and able 
to perform their job throughout 
years of medical practice are essen-
tial for maintaining the public’s 
trust and confidence in the social 
contract that exists with medical 
education.1 The opening state-
ment in the article by Blum et al. 
in this edition of  ANESTHESIOLOGY 
articulates this concept by stating 
that “evaluating whether gradu-
ates of anesthesiology residency 
programs are competent is an 
essential goal.”2 The major aim of 
the study was to help “improve 
resident proficiency by further 
evaluation of a methodology to 
assess a resident’s critical perfor-
mance behaviors that are not typi-
cally captured in a standardized 
way over the course of residency 
training.” The findings by Blum 
et al. advance the literature on 
performance measurement in two 
significant ways. First, the authors 
describe a valid and reliable set of 
tools for assessing anesthesiology 
resident performance in domains 
of practice that are not typically 
evaluated in a standardized fash-
ion during clinical training. Specifically, the research team 
used validated simulation scenarios to assess critical behav-
iors for managing a wide range of perioperative events that 
occur infrequently in clinical practice. Second, the authors 
advance upon previous studies by testing these tools across 
three residency training programs, thus adding to the gen-
eralizability of the findings. Simply put, the study demon-
strates that standardized and validated simulation scenarios 
paired with valid and reliable performance assessment scores 
can discriminate between senior and junior trainees. This is 
of profound importance because implementation of such a 
system of evaluation should allow anesthesiology program 

directors to assess resident skills 
in an objective manner with con-
fidence and, if necessary, guide 
educational interventions with the 
goal of improving the quality of 
their graduates’ performance.

However, the study does not 
provide a standard of competence 
to which the scores could be com-
pared. As such, the decision about 
whether a resident’s performance 
meets a threshold of competence 
must be the next step in educa-
tional research. In fact, defining 
competence is important not only 
for trainees but also in continu-
ing professional development for 
all practicing physicians. More-
over, assessment of competence is 
far from standard and often may 
not be valid across many anes-
thesiology training programs in 
the United States and globally. 
Accordingly, a major frontier in 
graduate medical education and 
continuing professional develop-
ment is defining the science of 
competency-based training and 
assessment with greater rigor, 
which will have direct benefit for 
our patients and society.

A simple method to make 
a decision about competence is to ask an expert who has 
in-depth information about the skill and ability of the phy-
sician. In an often-quoted study by Slogoff et al.,3 anesthe-
siology program directors were asked to indicate whether 
they would let their graduates perform anesthesia for three 
surgeries on them: elective cholecystectomy, laparotomy for 
acute bowel obstruction, and sitting posterior fossa crani-
otomy. The program directors reported fewer deficits in the 
domains of knowledge, character, response to stress, clini-
cal performance, and work habits in those graduates who 
would be allowed to perform all three anesthetics as com-
pared to those who would be allowed to perform fewer cases 
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or none. A concerning finding in the study was that in the 
ratings of the 1,310 graduates who took the American Board 
of Anesthesiology (ABA) Certification Exam in 1992, only 
63% of graduates would be permitted to perform anesthe-
sia for all three cases on their program director, but all of 
the residents being rated had graduated from residency and 
were being allowed to practice any case on the public. Even 
more surprising, 7% of graduates would not be allowed to 
perform any anesthetic for their program director, and they 
still graduated! The strong correlation between passing the 
certification exam and the number of cases that the gradu-
ate would be able to perform for the program director was 
cited as evidence of the validity of the decisions as well as the 
board certification process. However, few would accept an 
approach to competence decisions that use a single, poten-
tially biased expert as a reasonable approach to a valid and 
reliable competence assessment.

When we examine the concept of clinical competence in 
medicine, confusion still exists as to what constitutes a rating 
of “satisfactory” performance that is simply more than a gut 
feeling.4 We need to strive to make the judgment of compe-
tence more objective with research focusing on reliable and 
valid tools that will help with this assessment. Researchers 
and educators are now using the term entrustable professional 
activities as a way to determine what a trainee can be trusted 
to do alone. There still remains an element of subjectivity 
in the judgment, but having a large number of entrustable 
professional activities (e.g., more than three case types!) and 
many raters besides the program director may increase the 
validity and reliability of such ratings.

Into this ongoing area of investigation, the study by Blum 
et al. makes a significant contribution by giving program 
directors and educators a validated set of simulation scenarios 
as well as an assessment tool that produces valid and moder-
ately reliable scores.2 As noted above, the goal of the study was 
to identify important gaps in anesthesiology resident perfor-
mance that are not typically evaluated in a standardized fash-
ion. Accordingly, the investigators evaluated 67 residents who 
each participated as the team leader in seven perioperative sce-
narios. Each scenario performance was evaluated across five 
domains similar to those used in the study by Slogoff et al.3: 
synthesizes information to formulate a clear anesthetic plan, 
implements a plan based on changing conditions (i.e., patient 
state), demonstrates effective interpersonal and communica-
tion skills with patient and staff, identifies ways to improve 
performance, and recognizes [their] own limits. In addition to 
using validated scenarios and assessment tools, the study was 
performed across three residency training programs, which 
adds some degree of generalizability to the findings. The 
researchers found that their tools could discriminate perfor-
mance between senior and junior residents and also between 
the performance of residents at the same level. Assessment 
tools that can perform this function are rare and needed.

However, it should be noted that further research is 
needed on these tools. For instance, it would be of great utility 

to know if the evaluations of the simulated performances 
cohere with the clinical competency committee ratings that 
residents receive every 3 to 6 months during training, and 
if so, to what extent? Additionally, do the ratings from the 
simulation assessments confirm what is already known or 
add new information to faculty evaluations from clinical 
rotations and in-training exam scores? Furthermore, trainees 
are now required to be evaluated with Milestones, which are 
defined as competency-based outcomes of knowledge, skills, 
behaviors, attitudes, and clinical/professional performance 
that are described across five levels of development spanning 
the range from novice to expert.5 The goal of this system is to 
provide more objective data for how a trainee is developing 
such that the faculty can give them progressive and graded 
increases in clinical and professional responsibility as they 
move toward graduation and then to unsupervised practice. 
Thus, an important question would be whether the evalua-
tion system studied by Blum et al. can incorporate minimum 
passing scores or score ranges that indicate where the trainee’s 
performance falls within the Milestones system. All of these 
questions require a research road map and collaboration just 
as any other area of investigation in perioperative research.

But for now, what should program directors and educators 
do with the evidence that is presented by Blum et al.? The 
assessment tools, if paired with the simulation scenarios used 
by the authors, could be used for formative assessment, but 
not summative assessment. Formative assessments are used 
to monitor the learning of trainees and give them feedback 
about their strengths and weakness as they are progressing 
through a training program. Alternatively, summative assess-
ments (e.g., ABA BASIC, ADVANCED, and oral exams) 
are used to evaluate the learning of trainees at the end of a 
training paradigm and are used to make high-stakes decisions 
about graduation and board certification status. This distinc-
tion is of profound importance from a practical perspective 
if these performance ratings are to be used by program direc-
tors and clinical competency committees in making decisions 
of remediation for a resident who does not have acceptable 
scores. Along these lines, the authors note that “identifica-
tion of performance concerns early enables remediation and 
a higher likelihood that interventions will be effective.”2 We 
agree with this statement. However, while the work presented 
by Blum et al. is significant for the education community, 
from a practical perspective it should be used only as one 
piece of information among many to make decisions about 
resident progression through anesthesiology training.

Finally, this study is also of importance from the national 
perspective because the scenarios and approach used by Blum 
et al. to measure these domains of competence are similar to the 
domains that the ABA Objective Structured Clinical Examina-
tion seeks to assess as part of the certification standard starting 
in spring 2018. In preparation for this high-stakes exam, the 
methodology employed by Blum et al. could be used for longi-
tudinal assessment of resident performance throughout train-
ing in order to produce more competent graduates and also 
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address the social contract of safer patient care through higher 
practice standards. Furthermore, if previous research bears out 
in the future, we may learn that adding another domain of 
assessment will increase the validity and reliability of high-
stakes decisions concerning board certification for residency 
graduates,6 and possibly guide decisions about maintenance of 
certification in anesthesiology in the years to come.

Anesthesiologists have led advances in patient safety 
through improvements in systems of care and perioperative 
therapeutic interventions. The next frontier in improving 
patient safety is ensuring competence throughout the dura-
tion of a specialist’s practice. This is especially important 
given the recent report showing that approximately 25% of 
practicing anesthesiologists received ratings of poor perfor-
mance during simulated perioperative scenarios that are sim-
ilar to those presented in this article.7 The report by Weinger 
et al. adds credibility to the need for the maintenance of cer-
tification in an anesthesiology program, especially since more 
years in practice was associated with lower performance.7 
While the current methods of assessment are certainly not 
perfect, they continue to improve and are currently quite 
valid and reliable by known metrics. As our toolbox of tests 
and tools for assessment is far from full for both trainees 
and those in practice, rigorous educational research like that 
reported by Blum et al. needs to continue so that valid and 
reliable testing paradigms and rating tools can continue to 
be developed and shared across training and maintenance of 
certification programs. Additionally, future versions of these 
ratings systems need to move beyond evaluating residents by 
training year (i.e., clinical anesthesia 1, 2, or 3), as the intent 
of the Milestones system is to evaluate each resident in their 
progression through a training program within a specialty, 
and more work needs to be done in this regard.5,8

While adding complexity and rigor to any evaluation 
process should be done with care, physicians and the public 
should welcome well-validated performance assessments as 
one more way of ensuring that we are fulfilling the social 
contract that we have with society as a whole and with each 

new patient encounter. The future product of research in 
this area of inquiry should provide educators with the tools 
necessary to define and measure competence such that they 
truly know it when they see it.
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