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T HIS month’s issue of 
ANESTHESIOLOGY contains a 

landmark article applying machine 
learning to model the interaction 
of remifentanil and propofol on 
processed electroencephalogram.1 
It’s a big deal.

The June 2017 issue of MIT 
Technology Review claims 
“Google stakes its future on a 
piece of software.”2 The soft-
ware, TensorFlow, was written by 
Google Brain less than 2 yr ago. 
TensorFlow is the software behind 
AlphaGo, a machine learning pro-
gram that plays the ancient Chi-
nese board game Go. There are 
approximately 10170 Go board 
positions,3 vastly exceeding the 
measly 1082 atoms in the observ-
able universe.4 After a few months 
of training, AlphaGo readily 
defeated human Go champions 
who had trained for a lifetime.

Google is revamping its entire 
business around TensorFlow and 
machine learning. In 2016, Google replaced Google Trans-
late with sequence-to-sequence neural networks based on 
TensorFlow.5 Google Photos is applying machine learning 
to your photographs. Several months ago, one of us (S.L.S.) 
saw Hamilton with Ted Eger and his wife, Lynn Spitler. 
Shortly after taking a group picture below the Hamilton 
poster, Google asked if we would like to share the picture 
with Ted and Lynn. How did Google know who was in the 
photograph? TensorFlow.

The four most valuable companies in the world, Apple, 
Alphabet, Microsoft, and Amazon, are heavily investing 
in machine learning. Along with Facebook and IBM, 
they have formed a “Partnership in AI”6 (artificial intel-
ligence) to help ensure that artificial intelligence serves 
the interests of society. That isn’t a given. A few weeks 
ago Vladimir Putin said on Russian television, “Whoever 
becomes the leader in this sphere will become the ruler of 
the world.”7 Elon Musk quickly agreed: “Competition for 
AI superiority at national level is the most likely cause of 
WW3.”8

What is artificial intelligence 
and machine learning? Why is 
Putin praising AI, and Elon Musk 
fearful? What does AI have to do 
with neural networks, Tensorflow, 
and the article by Lee et al.?

Artificial intelligence is the 
capability of a computer to 
respond in a manner resembling 
human intelligence.9 It is nearly 
impossible to write programs that 
appear smart. Instead, computers 
are programed to learn from expe-
rience, just like we do. Although 
some data analysis techniques are 
described as “learning,”10 machine 
learning involves “programming 
a digital computer to behave in 
a way which, if done by human 
beings or animals, would be 
described as involving the process 
of learning.”11 As practical mat-
ter, all useful artificial intelligence 
is built on machine learning, and 
nearly all machine learning is built 
on neural networks.

In 1943, Warren McCulloch and Walter Pitts12 suggested 
that our slow, binary neurons manage the subtle elegance of 
human cognition through organization into networks. Twenty 
years later, their ideas were implemented in the first computer 
capable of learning, adjusting digital synapses to recognize a 
pattern.13 More complex neural networks followed, built with 
tensors and implemented in software rather than hardware.

Tensors are clusters of data with an arbitrary number of 
dimensions, e.g., a scalar (zero dimensions), a vector (one 
dimension), a matrix (two dimensions), a cube (three dimen-
sions), a set of cubes (four dimensions), a set of cubes in a 
bunch of balloons (five dimensions), and so on. In neural 
networks, elements in one tensor flow into elements of the 
next tensor based on adjustable parameters, which function 
as synapses. Hundreds of thousands of parameters control 
the flow of information from one tensor to the next using 
tensor algebra. Tensor algebra (additional, subtraction, mul-
tiplication, division) is just basic algebra applied over many 
dimensions. Each step yields incremental feature recognition 
and extraction. The tensors grow to recognize more features 

Artificial Intelligence for Everyone

Pedro Gambus, M.D., Steven L. Shafer, M.D.

Copyright © 2018, the American Society of Anesthesiologists, Inc. Wolters Kluwer Health, Inc. All Rights Reserved. Anesthesiology 2018; 128:431-3

“…machine learning to mod-

el the interaction of remifent-

anil and propofol on processed 

electroencephalogram…. Is  

this the end of clinical 

pharmacology?”

Image: J. P. Rathmell.

Corresponding article on page 492. 

Accepted for publication October 10, 2017. From the Anesthesiology Department, Hospital CLINIC de Barcelona, and Neuroimmunology 
Research Group, Institut d’Investigacions Biomèdiques August Pi i Sunyer (IDIBAPS), Barcelona, Spain (P.G.); the Department of Anesthesia 
and Perioperative Care, University of California at San Francisco, San Francisco, California (P.G.); the Department of Anesthesiology, Periop-
erative and Pain Medicine, Stanford University, Stanford, California (S.L.S.); and the Department of Bioengineering and Therapeutic Sciences, 
University of California at San Francisco, San Francisco, California (S.L.S.).

D
ow

nloaded from
 http://asa2.silverchair.com

/anesthesiology/article-pdf/128/3/431/380776/20180300_0-00008.pdf by guest on 10 April 2024



Copyright © 2018, the American Society of Anesthesiologists, Inc. Wolters Kluwer Health, Inc. Unauthorized reproduction of this article is prohibited.

Anesthesiology 2018; 128:431-3	 432	 P. Gambus and S. L. Shafer

Editorial Views

and shrink to remain computationally tractable. The final step 
shrinks the tensor to the shape of the output: perhaps a state 
(awake vs. asleep), a phrase in another language, or the name 
of a person in a picture. Training neural networks to recog-
nize simple things, like handwritten digits from zero to nine, 
requires tens of thousands of passes over different representa-
tions of the digits and hundreds of millions of calculations. 
Until very recently the coding complexity and computational 
requirements limited neural networks to an academic exercise.

Video games changed that. Realistic video games require 
graphics coprocessors capable of millions of parallel calcu-
lations per second. Modern graphics processing units have 
thousands of cores. Tensor algebra is inherently parallel. 
Neural network training that would take days a central pro-
cessing unit with four or eight cores runs in minutes on a 
graphics processing unit.

With programs like TensorFlow and Keras (a front end for 
TensorFlow), assembling a working neural network is simply 
assembling tensors in sequence, like sticking LEGO blocks 
together. Once you have assembled the LEGO blocks, if 
you feed enough data into the neural network, it is likely to 
work. Using TensorFlow, nearly any programmer can write 
neural network software. Soon neural networks themselves 
will code neural networks, freeing us of that drudgery. It gets 
a bit spooky.

In their article in this issue of ANESTHESIOLOGY, Lee et al.1 
use machine learning to link target controlled infusion rates 
of propofol and remifentanil to the bispectral index (BIS) 
in 231 individuals. Their learning set, which they have gra-
ciously provided as a digital supplement, contains more 
than 2 million data points: one sample every second of the 
propofol infusion rate, the remifentanil infusion rate, and 
the BIS. Their model knows nothing about pharmacokinet-
ics or pharmacodynamics. It simply trains a neural network 
to predict the BIS based on the infusion rates of propofol 
and remifentanil. It does exceptionally well—better than the 
published models of propofol pharmacokinetics, remifent-
anil pharmacokinetics, and their pharmacodynamic inter-
action, using generally accepted metrics of anesthetic drug 
performance.14

Is this the end of clinical pharmacology? Will neural net-
works, assembled from tensor LEGO blocks requiring zero 
knowledge of pharmacology replace conventional pharma-
cokinetic and pharmacodynamic models? Will the aging 
cadre of clinical pharmacologists in our specialty be forced 
to retire and drive for Uber? Probably, but not yet.

We know a lot about drug behavior. We know when we 
double the dose, we double the concentration. We know if 
we give a dose now, and another dose in 10 min, the concen-
tration after the second dose is the sum of the contributions 
from each dose given alone. We know drug concentrations 
peak shortly after we give the drug and rapidly decrease as 
the drug is transported into other tissues. We know clear-
ance permanently eliminates drug from the body. We know 
drug effect increases with increasing amounts of drug. We 

know there is synergy between propofol and remifentanil. 
We know that the body has physiologic limits on drug effect.

We know a lot! Standard pharmacokinetic models incor-
porate our knowledge. This is why models based on brief 
infusions, like the Schnider model for propofol15 and the 
Minto model for remifentanil,16 were able to control drug 
infusions for many hours with reasonable accuracy in the 
study by Lee et al.1 This is how response surface models 
predict the combination of any ratio of two drugs.17 Our 
knowledge gives us physiologic insight into the processes of 
drug distribution and clearance. Our models readily calcu-
late infusion rates to achieve the desired responses.

Neural networks start with nothing, nada, zip. They learn 
by matching the input (e.g., propofol and remifentanil infu-
sion rates) to the output (e.g., BIS). The resulting model 
knows nothing about clearance, volume of distribution, or 
drug potency. The neural network trained by Lee et al. likely 
cannot predict what happens when the dose of either drug 
is doubled, because that was not part of the training data. 
The model of Lee et al. may not work when the ratio of pro-
pofol to remifentanil is very different from the ratio used in 
the training data or even when extra boluses of propofol are 
given when the patient moves during surgery.

These are serious shortcomings. Our fundamental knowl-
edge enables extrapolation from what we know to new situ-
ations. Neural networks offer a radically different approach: 
continuing to learn from data until extrapolation is not neces-
sary. What would happen if computers fed the BIS data dur-
ing every propofol and remifentanil infusion worldwide into 
a continuously learning neural network? The resulting neural 
network, based on millions of patients, would have deeper 
understanding of the relationship between propofol, remifen-
tanil, and BIS than any human. We would not need extrapo-
lation. The “serious shortcomings” would be irrelevant. That 
day may not be far off. Google continuously learns the habits 
and interests of nearly every human outside China. Medi-
cine will be fundamentally transformed by machine learning 
once Epic, Cerner, or a major healthcare provider successfully 
applies machine learning to their massive clinical databases.

The article by Lee et al.1 is a crack in this door, applied 
to the narrow discipline of anesthetic pharmacology. We still 
need pharmacokinetic and pharmacodynamic models but 
perhaps not for long. Machine learning offers a more robust 
approach than the esoteric modeling clinical pharmacologists 
have used for decades. For those of us who consider ourselves 
experts in modeling drug behavior, Uber is hiring.18
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