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Acute Care Skills in Anesthesia Practice

A Simulation-based Resident Performance Assessment
David J. Murray, M.D.,* John R. Boulet, Ph.D.,† Joseph F. Kras, M.D.,‡ Julie A. Woodhouse, B.S.N.,§
Thomas Cox, M.D.,‡ John D. McAllister, M.D.‡

Background: A recurring initiative in graduate education is to
find more effective methods to assess specialists’ skills. Life-
sized simulators could be used to assess the more complex skills
expected in specialty practice if a curriculum of relevant exer-
cises were developed that could be simply and reliably scored.
The purpose of this study was to develop simulation exercises
and associated scoring methods and determine whether these
scenarios could be used to evaluate acute anesthesia care skills.

Methods: Twenty-eight residents (12 junior and 16 senior)
managed three intraoperative and three postoperative simula-
tion exercises. Trainees were required to make a diagnosis and
intervention in a simulation encounter designed to recreate an
acute perioperative complication. The videotaped perfor-
mances were scored by six raters. Three raters used a checklist
scoring system. Three faculty raters measured when trainees
performed three key diagnostic or therapeutic actions during
each 5-min scenario. These faculty also provided a global score
using a 10-cm line with scores from 0 (unsatisfactory) to 10
(outstanding). The scenarios included (1) intraoperative myo-
cardial ischemia, (2) postoperative anaphylaxis, (3) intraoper-
ative pneumothorax, (4) postoperative cerebral hemorrhage
with intracranial hypertension, (5) intraoperative ventricular
tachycardia, and (6) postoperative respiratory failure.

Results: The high correlation among all of the scoring sys-
tems and small variance among raters’ scores indicated that all
of the scoring systems measured similar performance domains.
Scenarios varied in their overall difficulty. Even though trainees
who performed well on one exercise were likely to perform
well in subsequent scenarios, the authors found that there were
considerable differences in case difficulty.

Conclusion: This study suggests that simulation can be used to
measure more complex skills expected in specialty training.
Similar to other studies that assess a broad content domain,
multiple encounters are needed to estimate skill effectively and
accurately.

THE advent of life-sized simulators affords an opportu-
nity for objective assessment without accompanying en-
dangerment to patient well-being. One of the key advan-
tages of training and evaluating physicians with life-sized
mannequins is that acute diagnosis can be integrated
with the ongoing demands of managing and stabilizing a
changing medical or surgical condition. Trainees de-
velop skills and practice different management strategies
in a standardized setting, without endangering the health
or life of human patients.1–4 Currently, numerous med-
ical schools and graduate training programs provide for-
mative educational programs that use integrated (man-
nequin-based) simulators for teaching and assessment.5,6

To initiate any evaluation method relevant to anesthesia
practice, a number of steps in test development process
are necessary: (1) ensuring the content of the evaluation
is relevant and important skills are being measured, (2)
modeling settings that have high fidelity for actual clin-
ical care, (3) effectively isolating the skill of the provider
from the multiple external factors that influence patient
outcome, (4) establishing a scoring method that pro-
vides reliable ability estimates, and (5) providing evi-
dence to support the validity of the simulation scores.

The need to assure that physicians in training as well as
in practice develop and maintain the skills expected of a
consultant remain a high priority in graduate and con-
tinuing medical education. The Accreditation Council
for Graduate Medical Education has implemented phase
2 of an initiative that requests that training programs
assess a resident’s competence in six separate domains
of medical practice.� Clearly, domains that include com-
munication, technical skills, or integrating complex di-
agnostic and therapeutic skills cannot be measured well
using traditional paper-and-pencil examinations. As a re-
sult, performance-based assessments, including evalua-
tions using standardized patients, have been developed
and implemented to measure some of the more basic
skills expected in practice. For advanced skills, espe-
cially those involving patient management, clinical case
simulations and integrated simulators have been incor-
porated in various programs.7 A set of acute care simu-
lation exercises could be used to evaluate clinical com-
petence in relevant (e.g., crisis) clinical situations.8

Studies indicate that properly constructed simulation
exercises not only have a high resemblance to the clin-
ical environment, but also improve trainee skill and
teamwork.9–16 Historically, simulation studies have gen-
erally used a single prolonged scenario that poses mul-
tiple additive challenges.5,10,12,17–20 In some studies,21,22
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sets of exercises were developed that are similar in
administrative design and scoring to the standardized
patient assessments currently used to evaluate graduat-
ing physicians for certification and licensure deci-
sions.23,24 By applying a similar methodology to ad-
vanced training situations, it may be possible to produce
a set of reproducible exercises that could effectively
measure the clinical skills and decision-making processes
expected of anesthesia consultants working in high-acu-
ity settings.

One of the potential limitations of evaluating physi-
cians via simulation is that expert raters are usually
required to review performance.17,18,25,26 The scoring
task may be particularly arduous if comprehensive
checklists are used to score the simulation exercises.
Similarly, while global scoring has been proposed as a
method to score performance-based assessments,27,28 in-
cluding mannequin-based simulations, recruiting and
training qualified raters can be difficult. Overall, there is
little agreement on which, if any, scoring method is most
appropriate for quantifying performance on simulation
exercises. Checklists, although easy to generate and
score, may not capture degrees of expertise. Further-
more, as documented in the standardized patient litera-
ture, they may reward thoroughness as opposed to ad-
vanced skill.29,30 For acute care scenarios typically
modeled using mannequins, there is little doubt that
some actions are more important than others. Although
weighting these actions more heavily in the scoring
rubrics may alleviate the problem, experts must reach
consensus on the specific checklist items and weights.
Holistic scoring, where experts provide global ratings of
overall performance, seems apropos. Experts can cap-
ture timing (e.g., diagnosing quickly) and sequencing
(e.g., establishing an airway before providing fluids) in
their ratings. However, without extensive training and
calibration of the raters, holistic ratings can be biased,
resulting in error-prone estimates of ability. As a result,
additional psychometric studies focusing on mannequin-
based scoring systems are certainly warranted.

The purpose of this study was to develop and evaluate
a set of scripted simulated scenarios that isolate and
measure an individual physician’s clinical skills in anes-
thesia acute care management. Assessment scores from a
sample of residents were used to evaluate the psycho-
metric properties of various scoring systems and to con-
trast the performance of more- and less-experienced
practitioners.

Materials and Methods

Simulation Laboratory
This project was conducted in our simulation labora-

tory that contains a sensorized life-sized electromechan-
ical patient mannequin developed by MEDSIM-EAGLE®

(MEDSIM Eagle, Fort Lauderdale, FL). The physiologic

and pharmacologic models that determine cardiac and
respiratory responses are used to simulate acute medical
conditions such as anaphylaxis, hemorrhage, pneumo-
thorax, and cardiac tamponade. A SUN workstation (Sun
Microsystems, Inc., Santa Clara, CA) serves as the com-
mand computer that drives an additional mannequin
computer as well as the mechanical interfaces. The man-
nequin features breath sounds and heart sounds, a full
set of pulses, motors to operate chest excursions during
spontaneous ventilation, carbon dioxide exhalation, and
standard hookups for blood pressure electrocardiogra-
phy and invasive hemodynamic monitoring, such as pul-
monary artery and central venous pressure monitoring.
The mannequin’s voice (when required) is a speaker
mounted in the occipital region and controlled by per-
sonnel in a separate control room. The simulator offers
simple as well as advanced programming actions to cre-
ate and then save a unique scenario for repeated evalu-
ation of performances. For example, the myocardial isch-
emia event was programmed using a sliding scale to
determine the degree of ST-segment changes; the
amount of myocardial irritability, such as ventricular
arrhythmias; the speed of onset of the changes; and the
severity of myocardial depression. A variety of additional
features (e.g., heart rate, lung compliance, vascular resis-
tance) can be manipulated independently to create a
unique but reproducible event that effectively tests the
skill level of the provider.

Scenario Selection and Development
The first step in scenario development was to create a

list of perioperative events that could be simulated in our
laboratory and that a resident should be able to recog-
nize and manage after completion of training. The list
was developed by the simulation faculty and staff
(D.J.M., J.F.K., J.A.W.). Many of the scenarios considered
for development had been used in previous simulation
training exercises during the simulation centers preced-
ing years of operation (1996). This list was then cross-
referenced with the topic list in the American Board of
Anesthesiologists Content Outline to assure that the se-
lections were recognized as important content for an
anesthesia consultant. A goal of the simulation training
assessment was to create a set of exercises that could be
completed during a 1-h evaluation session. The scenarios
selected for development included (1) postoperative
anaphylaxis, (2) intraoperative myocardial ischemia, (3)
intraoperative atelectasis, (4) intraoperative ventricular
tachycardia, (5) postoperative stroke with intracranial
hypertension, and (6) postoperative respiratory failure.
Each simulated scenario was developed to model a situ-
ation that required a rapid diagnosis and acute interven-
tion in a brief encounter (5 min total time). Simulation
faculty and staff reviewed each exercise to assure, based
on the simulated findings, patient history, and associated
anesthesia management, that each encounter was suffi-
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ciently realistic. The events were designed with the goal
of requiring a minimum intervention by the console
operator. The simulator operator’s main role was to
make sure that all actions of the trainee were effectively
entered and to allow the predetermined simulation algo-
rithms to respond to the participant interventions. For
example, the simulated blood pressure and heart rate
responses to narcotics and � blockers during the myo-
cardial ischemia scenario were entirely based on the
mannequin’s software algorithms.

After the set of six simulations were designed and
developed by the simulation faculty, a review of the
scenarios was conducted by the research team. The
purpose of the review was to evaluate the simulated
findings during the 5-min simulation exercise, to assess
mannequin responses to diagnostic and therapeutic in-
terventions, to determine whether the real-time correct
responses could be accomplished during the exercise,
and to enumerate the expected participant actions as
well as to script any verbal or console responses re-
quired by the simulator operator. After this review, mod-
ifications were made to each exercise. Before initiating
the study, a senior resident and faculty member pilot
tested the six scenarios. Neither of the participants was
involved in scenario design and development process.
For the three intraoperative scenarios, the participant
entered the simulation approximately 30 min after anes-
thesia induction. For the three postoperative scenarios,
the trainee entered the simulation 20 min after the patient’s
arrival in the recovery room. Before starting each assess-
ment scenario, the participants were supplied with the
patient’s history and physical findings, an anesthetic
record, and, when indicated, a recovery room note.

Study Participants
The protocol was approved by the institutional review

board (Washington University School of Medicine, St.
Louis, Missouri). Informed written consent was obtained
from each resident before participation in the simulation
sessions. The residents also signed a confidentiality
agreement before entering the simulation training. The
residents (n � 28) were recruited from a single resi-
dency training program of 33 residents. The trainees
were individually evaluated during a 2-month period
close to the end of their respective training year (clinical
anesthesia year 1 [CA-1], CA-2, or CA-3). All of the resi-
dents had experience with the simulator and the simu-
lation center in small group training exercises during the
initial months of training. There were 19 male partici-
pants and 10 female participants, including the one res-
ident who piloted the scenarios. This resident who was
recruited for the pilot testing was not included in the
analysis. Eight of the residents graduated from foreign
medical schools. Four residents did not participate pri-
marily because of conflicts with clinical assignments

(n � 2) or graduated from the program before the
simulation training could be scheduled (n � 2).

The residents were each assigned to one of two groups
(junior, n � 12; senior, n � 16) based on their previous
clinical experience. The junior residents had completed
2 yr of postgraduate training. In addition to a year of
internship, these residents had completed a further year
of training in anesthesia. Nearly all of this training year
was comprised of providing anesthesia for general, or-
thopedic, urologic, ambulatory, and pediatric patients.
Most of the junior resident training experiences were
providing care for elective operations to patients with
American Society of Anesthesiologists (ASA) physical
status I, II, or III. Although these residents did provide
anesthesia for some emergency surgical procedures, the
majority of these participants had limited clinical expo-
sure to trauma care and patients with ASA physical status
IV and V. The senior residents had completed the 2 yr of
training and had either 1 or 2 additional years in more
advanced anesthesia subspecialty experiences, including
at least 1-month experiences in surgical intensive care,
cardiac anesthesia, obstetric anesthesia, cardiovascular
intensive care, transplant anesthesia, and pain manage-
ment. The senior residents also participated in on-call
and emergency anesthesia services at a large tertiary care
hospital. This participation led to a more extensive ex-
perience with anesthesia for trauma surgery and with
patients with ASA physical status IV and V.

Simulation Exercise
The simulation exercise was conducted in a single 75-

to 90-min individual training session for each resident.
The trainees managed each simulated event without
assistance. One of two faculty members (D.J.M. or J.F.K.)
and a console operator (J.A.W.) observed the simulation
session from the control room adjacent to the simulation
laboratory. Each trainee was given similar instructions by
the simulation faculty or staff before beginning the ex-
ercises. The participants were instructed (1) to perform
all diagnostic and therapeutic actions considered appro-
priate by the participant and (2) to verbalize actions
taken during the scenario. The participants could re-
quest information about the participant’s condition, but
the responses from the faculty or console operator were
scripted based on the input of the faculty and staff
during scenario development and pilot testing. The six
exercises were presented in identical order to each par-
ticipant. After every two simulation encounters, the su-
pervising faculty member discussed the case manage-
ment for the preceding exercises. The sessions were
completed during a 2-month period in the final months
of the trainee’s clinical year of training.

Each participant’s performance was videotaped and
recorded on a four-quadrant screen that included two
separate video views of the participant and the manne-
quin. Two microphones were suspended from the ceil-
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ing to capture audio during the scenarios. The third
screen of the four quadrant video recording was the
simultaneous full display of patient vital signs (electro-
cardiography, pulse oximetry, and monitoring of in-
spired and expired gas, blood pressure, and central ve-
nous pressures). The simulator control room staff or
faculty could enter text information identifying scenario
details or clarify participant or simulator actions using
keyboard entries. This information appeared in the
fourth quadrant of the videotaped recording.

Scoring
To obtain a quantitative performance measure for the

exercises, we developed and contrasted four different
scoring systems, three analytic and one holistic: a tradi-
tional checklist of diagnostic and therapeutic actions,
time to key action for the most important three actions
(diagnosis, initiate therapy, definitive therapy), key ac-
tion, and a simple global rating.

The raters scored the pilot scenarios in a group ses-
sion. During this session, the raters developed criteria
for successful completion of actions. The three raters
who provided time-based as well as global scores met to
define the time-based actions and criteria for global
scores. All of the raters independently observed and
scored the residents’ performances from the videotaped
recordings. Each resident performed the scenarios in the
same sequence during the evaluation. Two faculty mem-
bers and the nurse clinician scored the performances
using the scenario-specific checklists; three faculty anes-
thesiologists used the key action scoring system. The
three faculty members who used the key action scoring
system also provided a global rating of the resident’s
performance. This ultimately led to four separate sce-
nario scores. One of the checklist raters was blinded to
resident training level.

Checklist Scoring. The first scoring system devel-
oped was a comprehensive checklist of all the expected
correct actions for each scenario. This list was created
during the review of the scenario design and content by
the investigators. This list was revised during the pilot
testing of the scenarios. The completed list of actions
was then resubmitted to each of the faculty members
who were asked to add additional actions as well as to
select the three or four most important diagnostic and
therapeutic actions for each scenario. Using the returned
lists, the five most frequently selected actions were de-
termined for each exercise. These actions were submit-
ted once more to the faculty to develop the three key
actions for each scenario. These key actions were
weighted in the checklist and were also used to develop
the time-based as well as key-action scoring systems
(table 1). Three of the raters used a checklist (analytic)
scoring system with 11–16 possible actions for each
scenario. The raters were asked to indicate whether a
specific action described on the checklist had been per-

formed by the candidate. The highest cumulative score
defined the best possible performance in the checklist
scoring system. The maximum possible score on the
scenarios ranged from 14 to 22 points and, for scoring
purposes, was expressed as a percentage value.

Time to Key Action. In previous simulation studies,
we found that some of the checklist items correlated
highly with overall performance on each exercise.21,22

Checklist items that used a time limit for various actions
were particularly useful in discriminating between more-
and less-experienced trainees. For this reason, we hy-
pothesized that a scoring system based on the time a
candidate required to correctly diagnose a condition and
initiate the correct therapy would provide valid and
reliable estimates of ability. The key actions for each
scenario included a diagnostic action, an initial treat-
ment, and a definitive treatment. These key actions for
each scenario were derived from the checklist as
described.

Three of the raters scored the exercises using the
abbreviated key action scoring system. The raters re-
corded the elapsed time until each of the key actions
were performed by the trainee. This time-based key
action score was based on the premise that more expe-
rienced residents would accomplish the key actions in
less time than their junior colleagues. To derive a time to
key action score, the time (in seconds) until the action
was taken was subtracted from 300 (total time available
for the encounter). This difference was then divided by
60, and 1 was added to the total. For example, if the
diagnosis was obtained in 1 min, the trainee would
receive a score of 5. If a key action never occurred, the
trainee would receive a score of 0. Hypothetically, a
trainee could receive a score of 6 for an action, but this
would entail performing an action immediately at the
beginning of the scenario. The three time-based action
scores were added to yield an overall scenario score. In
practice, scores could range from 0 (no actions taken) to
15 (all actions completed in 1 min). A score greater than
10 generally indicated the participant had performed all
three actions during the scenario. A score of 12 indicated
that the participant had accomplished all three actions in
less than 3 min. One of the main concerns recognized
with this scoring system is that a participant who accom-
plished all three actions might receive the same score as
a resident who performed one action. For example, an
overall score of 5 might indicate that one action was
performed early in the scenario or possibly that all three
actions were performed later in the scenario. For this
reason, a key action score was also used to assess
performance.

Key Action. Although the time-based key actions re-
warded speed, the faculty believed that differences in
time to each action might be less important than deter-
mining whether a participant actually performed the
action during the scenario. For this reason, a scoring
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Table 1. Scoring Items

Scenario Checklist Scoring Items Time-based Scoring Items

Anaphylaxis—PACU Establish neuromuscular recovery (1 point), examine/inquire airway/
blood loss/secretions (1 point), FIO2 of 100% rebreathing mask or
Ambu bag and mask (1 point), auscultate chest (1 point), diagnose
bilateral wheeze/coarse breath sounds (1 point), increase
intravenous fluids (1 point), anaphylaxis diagnosed within 3 min
(2 points), anaphylaxis diagnosis (2 points), epinephrine within 3
min (3 points), epinephrine any dose (1 points), epinephrine correct
dose (� 50 �g, � 300 �g) (1 point)*, pharmacologic treatment of
hypotension (1 point), inhaled � agonists (1 point), intravenous
diphenhydramine (1 point), intravenous steroids (1 point)

(a) Time to diagnosis of
anaphylaxis

(b) Time to treatment regimen for
suspected anaphylaxis

(c) Time to dose of epinephrine

MI—intraoperative Diagnose ischemia (2 points), confirm ischemia (rhythm strip, ST
analysis, check other leads) (2 points), increase FIO2 to 100%
(1 point), increase anesthetic depth (1 point), maximum heart rate
during scenario less than 110 beats/min (1 point)†, maximum heart
rate during scenario less than 120 beats/min (1 point), nitroglycerin
therapy (1 point), titrate nitroglycerin (1 point), �-blocker therapy
(2 points), titrate �-blocker therapy (1 point), inform surgery team of
ischemia (1 point), heart rate less than 100 beats/min at end of
scenario (1 point), heart rate less than 95 beats/min at end of
scenario (1 point)†, systolic blood pressure less than 150 beats/
min, diastolic blood pressure less than 100 beats/min at end of
scenario (1 point)

(a) Time to diagnose ischemia by
ST analysis or
electrocardiographic rhythm
strip

(b) Any treatment directed at
improving ischemia

(c) Time to reduce heart rate less
than 100 beats/min

Atelectasis—intraoperative FIO2 to 100% (2 points), review ventilator settings (1 point), diagnose
hypoventilation/atelectasis (2 points), increase tidal volume/PEEP
(2 points), mechanical to hand ventilation (1 point), auscultate chest
(1 point), diagnose diminished breath sounds bilaterally (1 point),
effective ventilation by hand (increase oxygen saturation to 90%,
increase chest excursion) (1 point), lowest oxygen saturation
greater than 80% (2 points), pass suction catheter via endotracheal
tube (2 points), oxygen saturation to 90% at anytime during
scenario (1 point), oxygen saturation to 95% before 120 s (1 point),
oxygen saturation to 95% at any time during scenario (2 points)

(a) Time to 100% FIO2, hand
ventilation, and auscultation

(b) Time to reverse decline in
oxygen saturation and improve
oxygen saturation to 90% or
greater

(c) Time to oxygen saturation
greater than 95%

Ventricular tachycardia—
intraoperative

Diagnose ventricular tachycardia (1 point), palpate pulse or auscultate
heart sounds (1 point), indicate patient is unstable or need for
immediate shock (1 point), FIO2 to 100% (1 point), defibrillator to
bedside (1 point), correct joule (200�) (1 point), correct procedure
for shock (1 point), administer shock within 60 s (1 point)‡,
administer shock within 3 min (1 point), administer shock (2 points),
abort operative procedure (1 point), lidocaine bolus/infusion (2
points), laboratory tests and 12-lead electrocardiogram (1 point)

(a) Time to diagnosis of ventricular
tachycardia

(b) Time to initiate any correct
therapy (lidocaine/shock)

(c) Time to shock

Cerebral hemorrhage—
PACU

Establish patient is unresponsive (1 point) or unresponsive to pain
(2 points), auscultate (1 point), conduct neurologic evaluation
(1 point), indicate neurologic event (1 point), indicate potential
increased ICP (1 point), neurology consult/CT scan (1 point),
diagnosis within 2 min (1 point), prepare for intubation (1 point),
FIO2 to 100% (1 point), intubate (2 points), ventilate and auscultate
(1 point), does not attempt to lower blood pressure (1 point)

(a) Time to establish patient
unresponsive to verbal/pain or
neurologic examination

(b) Time to diagnose cerebral
event/CT scan

(c) Time to intubation

Aspiration—PACU Establish patient is unresponsive to verbal (1 point), auscultate chest
(1 point), request arterial blood gas (1 point), diagnose respiratory
failure (2 points), prepare to intubate (1 point), Ambu bag and mask
oxygen before intubation (1 point), sedation/anesthesia before or
after intubation (1 point), laryngoscopy and intubation technique
(1 point), intubated in less than 2 min (2 points), effective ventilation
after intubation (2 points), indicate ventilator/PEEP required
(1 point)

(a) Time to diagnose respiratory
failure

(b) Time to intubation
(c) Time to effective ventilation

after intubation

* Anaphylaxis. † MI: If the resident received a point for maximum heart rate less than 110 beats/min, he/she also received a point for maximum heart rate less
than 120 beats/min. If the resident received a point for heart rate less than 95 beats/min at the end of the scenario, he/she also received a point for heart rate
less than 100 beats/min. ‡ Ventricular tachycardia: If the resident received a point for administering a shock within 60 s, he/she also received a point(s) for
administering a shock with 3 min and administering a shock during scenario.

CT � computed tomography; FIO2 � fraction of inspired oxygen; ICP � intracranial pressure; MI � myocardial ischemia; PACU � postanesthesia care unit;
PEEP � positive end-expiratory pressure.
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system that merely documented whether the participant
performed the action during the scenario was also used
to measure performance. The key action score was the
number of actions (diagnosis, initial treatment, definitive
treatment) successfully completed and could range from
0 to 3.

Global Scoring. In addition to recording the time
required to accomplish the essential diagnostic or ther-
apeutic actions, the three time-based raters also rated the
overall performance of each trainee. This holistic rating
was based on time to diagnosis and treatment and al-
lowed raters to consider potentially egregious or unnec-
essary diagnostic or therapeutic actions made by the
trainee during the scenario. The raters were instructed
to make a mark on a 10-cm horizontal line based on their
assessment of the trainee’s performance. The global rat-
ing system was anchored by the lowest value 0 (unsat-
isfactory) and the highest value 10 (outstanding). Before
scoring the participants, raters agreed that a perfor-
mance that met a score of 7 or more would be consid-
ered a standard expected in consultant practice for each
exercise. Each performance was independently rated by
each of the faculty raters.

Raters
Five anesthesiologists and one nurse clinician indepen-

dently rated the residents’ performances. All five of the
anesthesiologists were clinical faculty who spent more
than 70% of their time in patient care activities, either in
clinical instruction or in direct patient care, often super-
vising the residents who were study participants. All of
the faculty anesthesiologists had been board certified for
a period of greater than 5 yr. The nurse clinician was
blinded to the training background and experience of
the residents.

Analysis
Several analyses were performed to investigate the

utility of the scores from the simulation exercises. First,
analysis of variance was used to test for score differences
as a function of training (junior vs. senior residents). It
was hypothesized that senior residents (CA-2, CA-3)
would perform better on the simulation exercises, re-
gardless of the scoring method. Second, to investigate
the properties of the scores as a function of scoring
method, various psychometric analyses were performed.
Correlation coefficients were used to quantify the
strength of the relations between simulator scores. Case
discrimination statistics (correlation between case score
and total score) were calculated to investigate how well
each scenario could identify low- and high-ability resi-
dents. Finally, generalizability theory31 was used to de-
termine the reliability of each of the scoring systems and
to identify the facets (e.g., rater, scenario) that best
explained the variability in resident scores.

Results

Comparison of Junior and Senior Residents
For each of the four scoring systems, a two-way anal-

ysis of variance was conducted to test the null hypoth-
esis that was no difference in overall performance be-
tween the junior and senior residents. For the four
analyses, the independent variables were resident group
(junior, senior) and case (scenarios 1–6). The dependent
variables were the four different scores (i.e., weighted
checklist, time to key action, key action, global).

For the analysis based on the weighted checklist, the
case � group interaction was not significant. This indi-
cates that the relative performance of the individuals in
each group did not vary as a function of the case. How-
ever, there was a significant main effect attributable to
resident group (F � 5.8, P � 0.05). This result reveals
that, averaged over the 6 cases, there was a significant
difference in mean scores between the junior and senior
residents. As shown in table 2, the senior residents
performed approximately 6 points better than the junior
residents. The analysis also revealed a significant case
effect (F � 8.7, P � 0.01), indicating that, averaged over
the two study groups, there were performance differ-
ences by case. Overall, average performance was worst
on postoperative stroke (scenario 5) and best on post-
operative respiratory failure (scenario 6).

The results for the analyses of variance based on
global, time to key action, and key action scores were
similar to those for the weighted checklist. For all three
analyses, there was no significant case � residency
group interaction. This indicated that the differential
performance of junior and senior residents was not de-
pendent on the type of scenario (table 2). There were
also significant main effects attributable to residency
group (Fglobal � 11.5, P � 0.01; Ftime � 7.9, P � 0.01;
Faction � 15.6, P � 0.01) and case (Fglobal � 4.9, P � 0.01;
Ftime � 14.9, P � 0.01; Faction � 10.7, P � 0.01). Overall,
regardless of scoring system or scenario, the senior resident
group outperformed the junior resident group, and some
scenarios were more difficult than others.

Relations Among Scores
The summary (averaged over 6 cases) simulator scores

for each scoring system were strongly correlated. The
correlation of the key action scores with the time-based
scores was 0.89, with the checklist scores was 0.84, and
with the global scores was 0.88. Almost 80% of the
variance in the weighted checklist scores could be ex-
plained by the global scores. Likewise, nearly 80% of the
variance in time to key action scores could be explained
by the simple sum of the key actions completed in 5 min.
The case–total correlations (discrimination statistics)
among the cases were also positive. This indicates that
residents who performed well on a given case tended to
perform well overall. These correlations among individ-
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ual cases and total score on cases ranged from 0.43 to
0.89, depending on the case and the scoring system used
to measure performance (table 3). In general, the dis-
crimination statistics were highest for postoperative re-
spiratory failure (scenario 6) and lowest for postopera-
tive stroke (scenario 5). The high positive correlations
among each of the cases and the overall performance
suggest that the performance domain being measured by
each of these scenarios must be similar, but no one case
could be used to determine an overall ability.

Variance Component Analysis
The variance components were determined using the

generalizability analysis. This analysis partitioned the

sources of variation in the scores into various compo-
nents to investigate the sources of measurement error in
the simulation scores. The reproducibility and overall
reliability of the evaluation could be determined by as-
sessing the sources of variation. In this study, we ex-
pected that the sources of variability in simulation scores
might vary somewhat as a function of scoring method,
but the principle source of variance would be attribut-
able to differences in individual resident’s abilities. This
analysis could be used to measure variance in scores due
to raters and rater interactions (participant and sce-
nario). The small rater variance by scenario indicates
raters rank each scenario of equal difficulty. An estimate
of rater by participant provided a measure of whether

Table 2. Performance of Junior and Senior Residents, by Scenario

Scenario Scoring
Junior (n � 12),

Mean � SD
Senior (n � 16),

Mean � SD

Anaphylaxis Weighted checklist (%) 37.5 � 13.6 45.4 � 10.8
Global (0–10) 5.9 � 2.7 7.3 � 1.5
Time to key action (max � 15)* 6.1 � 4.5 8.9 � 3.2
Key action (max � 3) 2.2 � 1.3 2.8 � 0.4

MI Weighted checklist (%) 50.2 � 18.5 51.7 � 14.9
Global (0–10) 6.1 � 2.1 7.3 � 1.5
Time to key action (max � 15)* 9.1 � 4.0 10.1 � 3.1
Key action (max � 3) 2.0 � 0.8 2.4 � 0.7

Atelectasis Weighted checklist (%) 47.5 � 17.9 60.3 � 14.8
Global (0–10) 6.2 � 2.2 7.7 � 1.3
Time to key action (max � 15)* 8.3 � 3.3 11.1 � 3.7
Key action (max � 3) 2.1 � 0.8 2.6 � 0.6

Ventricular tachycardia Weighted checklist (%) 57.1 � 21.0 61.4 � 13.7
Global (0–10) 7.9 � 2.0 8.4 � 1.0
Time to key action (max � 15)* 13.9 � 3.9 13.7 � 3.6
Key action (max � 3) 2.8 � 0.5 2.9 � 0.3

Cerebral hemorrhage Weighted checklist (%) 35.9 � 20.0 42.5 � 24.4
Global (0–10) 5.6 � 2.7 5.8 � 2.6
Time to key action (max � 15)* 6.0 � 3.5 7.2 � 3.1
Key action (max � 3) 1.3 � 0.8 1.7 � 0.7

Postoperative respiratory failure Weighted checklist (%) 60.1 � 15.3 64.3 � 9.9
Global (0–10) 6.2 � 1.9 7.5 � 0.9
Time to key action (max � 15)* 6.8 � 3.6 8.4 � 2.7
Key action (max � 3) 2.2 � 0.7 2.6 � 0.4

Overall Weighted checklist (%) 48.1 � 11.3 54.3 � 7.3
Global (0–10) 6.3 � 1.7 7.3 � 0.8
Time to key action (max � 15)* 8.3 � 2.4 9.9 � 1.3
Key action (max � 3) 2.1 � 0.6 2.5 � 0.2

* Maximum points possible for time to key action is 15 if all three actions are completed in 1 min.

MI � myocardial ischemia.

Table 3. Case–Total Correlations

Scenario Weighted Score Global Time to Key Action Key Action

Anaphylaxis—PACU 0.61 0.71 0.71 0.79
MI—intraoperative 0.59 0.67 0.59 0.71
Atelectasis—intraoperative 0.63 0.73 0.47 0.66
Ventricular tachycardia—intraoperative 0.51 0.68 0.43 0.43
Cerebral hemorrhage—PACU 0.53 0.57 0.40 0.43
Aspiration—PACU 0.73 0.89 0.69 0.76

Each scenario correlation coefficient (Spearman) with overall participant score on six scenarios. All cases correlate with trainees’ performance on the entire
exercise. Aspiration is strongest correlation with overall score.

MI � myocardial ischemia; PACU � postanesthesia care unit.
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raters rank order participants similarly. In this study,
where some of the raters knew the participants, this
type of analysis was useful to assess “halo” effects. We
anticipated that the scoring method most likely to be
affected by rater subjectivity, the global scoring method,
would also have the highest rater variance.

The estimated variance components for the resident
scores are shown in table 4. The analyses were done
separately for each of the scoring methods. The exam-
inee (resident) variance component is an estimate of the
variance across examinees of examinee level mean
scores. Ideally, most of the variance should be here,
indicating that individual abilities account for differences
in observed scores. The case components are the esti-
mated variances of case mean scores. For all four scoring
methods, the estimates were greater than zero, suggest-
ing that the cases varied somewhat in average difficulty.
The rater components are the variances of the rater
mean scores. The relatively small values indicate that
raters did not vary appreciably in terms of average strin-
gency (table 4). As expected, the rater variance compo-
nent was greatest (as a percentage of total variance) for
global scoring (4.3%; table 4), where the scores would
be most likely to be influenced by subjective factors.
Despite more variance as a result of the global scoring,
the overall reliability of the global evaluation (generaliz-
ability coefficient � 0.72; table 4) was even more repro-
ducible than the traditional checklist scoring method
(generalizability coefficient � 0.59). The largest interac-
tion variance component, for all four scoring methods,
was examinee by case. The magnitude of these compo-
nents suggests that there were considerably different
rank orderings of examinee mean scores for each of the
various cases. This variance indicates that to reliably
assess a resident’s ability, a single encounter is not ade-
quate to effectively assess skill. The relatively small ex-
aminee by rater components (table 4) suggest that raters
rank ordered residents similarly, indicating that the rat-
ing criteria were consistently applied by all raters
whether blinded or unblinded to the participant’s train-
ing background. Likewise, the small rater by case com-
ponents indicate that the raters rank ordered the diffi-
culty of the cases similarly and must use the rating

systems in an equivalent manner, consistently defining
the same endpoints for each action. The final variance
components are the residual variances that include the
triple-order interactions (rater, scenario, and participant)
and all other unexplained sources of variation. These
variances were the lowest for the key action scoring
methods (time-based and key action) (table 4).

For the weighted checklist data, the generalizability
coefficient, based on six cases and three independent
raters, was 0.59. (For global scoring, the generalizability
coefficient was 0.72.) The reproducibility of the scores
was lowest for the time to key action method (0.53).
Here, case specificity (examinee � case) accounted for
more than 50% of the variance in observed scores. The
simple key action scores were moderately reproducible
(0.69). Similar to the other scoring methods, the case
and examinee by case variance components were the
largest, indicating that the cases were not of equal diffi-
culty and that examinee performance can vary as a
function of the scenario content.

As shown in table 4, the rater facets and associated
interactions do not contribute much to the variability of
observed scores, regardless of scoring method. The small
rater, person by rater, and rater by case variance com-
ponents indicate that the choice and number of raters
has little impact on the reproducibility of the resident
scores.

Discussion

Similar to results from previous studies, more experi-
enced practitioners outscored less experienced ones in
simulated scenarios designed to assess their ability to
manage acute care situations.22 We anticipated that the
additional training and clinical experiences of senior
residents who were more familiar with emergency situ-
ations and confident with diagnosis as well as treatment
of these conditions would lead to higher scores. It is
reasonable to assume that these physicians would be
more prepared to effectively translate their knowledge
into a logical and orderly sequence of actions that would
lead to rapid diagnosis and treatment of the patient. The

Table 4. Variance Components for Simulation Scores

Weighted Checklist Global Time Action

Estimate % Estimate % Estimate % Estimate %

Component
Examinee (E) 54.0 13.4 1.3 22.8 2.0 10.2 0.14 18.9
Case (C) 75.4 18.6 0.5 9.1 6.0 30.3 0.17 22.2
Rater (R) 4.0 1.0 0.2 4.3 0.1 0.0 0.00 0.0
E � C 202.2 49.9 2.1 37.3 10.2 51.4 0.34 46.0
E � R 2.0 0.5 0.3 5.3 0.0 0.1 0.00 0.5
C � R 6.2 0.2 0.1 2.0 0.3 1.7 0.01 1.7
Triple (C � R � P) variance, error 60.9 15.0 1.1 19.1 1.3 6.4 0.08 11.3
Generalizability coefficient 0.59 0.72 0.53 0.69
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residency program sampled, like every other residency
program, incorporates more sophisticated subspecialty
training experiences for individuals as they progress
through the program. As expected, advanced training
experiences in intensive care and other subspecialties,
such as cardiovascular anesthesia, on-call emergency an-
esthesia, and transplant anesthesia, provide senior resi-
dents with the necessary experience to manage these
simulated emergency situations. Overall, the fact that
junior residents performed less well on the acute care
exercises, although based on a small select sample of
participants, provides some evidence to support the
discriminant validity of the simulation scores.

The use of simulation in medicine is becoming more
widespread. However, unlike the plethora of research
related to standardized patient assessments, relatively
little work has been done to explore scoring systems for
evaluations based on integrated simulators. An important
goal of this study was to evaluate scoring strategies for
mannequin-based simulation exercises and propose an
effective method for use in future studies. The high
correlation among all of our scoring systems indicates
that, regardless of the rubric used, comparable perfor-
mance domains are measured.

In evaluating scoring systems for advanced training,
our goal was to develop objective measures of perfor-
mance. A traditional comprehensive checklist scoring
system is one of the most common methods used to
score performance evaluations.27 However, depending
on the quality of test construction, inclusive checklists
may have drawbacks, including documentation errors32

and the potential to reward thoroughness as opposed to
skill. Checklist scoring systems also do not capture se-
quencing issues that are fundamental to patient manage-
ment in acute care situations. Moreover, physicians who
rapidly assess a patient and effectively manage a condi-
tion may be penalized for not performing certain actions
demarked on the checklist. In our study, residents
achieved lower checklist scores primarily because these
checklists were inclusive of actions. This may explain
why residents achieved mean checklist scores often less
than 50% of the maximum possible points. For example,
the ventricular tachycardia event was promptly recog-
nized and effectively treated by most residents as evi-
denced by the mean key action scores were more than
90% of the maximum possible points (key action 2.9 out
of 3) and time to key action scores (mean � 13 of 15),
but resident mean scores on the checklist were less than
60% of the maximum possible points. On the other end
of the spectrum, a trainee could perform many actions
listed on a checklist but fail to perform the most essential
diagnostic or therapeutic ones. Although weighting the
checklist items may partially alleviate this problem, con-
sensus must be achieved among experts as to what these
weights should be. An additional concern with check-
lists relates to the difficulty of finding raters to score the

detailed actions. This task requires careful observation
during the scenario review. Depending on the number
of examinees and the number of scenarios, each rater
may be required to observe numerous performances.
Here, factors such as fatigue could lead to scoring inac-
curacy.33 Given that other scoring modalities (e.g., global
rating, key actions) adequately capture levels of perfor-
mance, the use of “objective” checklists may not be
necessary.

Almost all of these scoring systems require some sub-
jective rater judgments. In the time-based scoring sys-
tem, raters were required to determine when an action
endpoint occurred, such as time to effective ventilation
in the respiratory failure scenario or time to diagnosis of
myocardial ischemia or anaphylaxis in these respective
scenarios. The small variances among raters suggest that
a consistent endpoint could be determined with a rela-
tively limited amount of rater training before beginning
the scoring. Although trainees were rank ordered simi-
larly regardless of scoring method, the use of the key
action scoring system offers some distinct advantages,
including ease of rater use and the ability to identify
scoring discrepancies quickly.

The holistic evaluation, which included a single global
rating of performance, added more rater variance, ac-
counting for 4.3% of the variance, but the overall reli-
ability and reproducibility of the global scoring system
was similar to more objective scoring methods. Unlike
the other scoring systems, the global assessment allowed
raters to evaluate all of the actions (correct and incor-
rect) and to assess the sequence of actions in assigning
an overall score. The global scoring was also the only
scoring method that could potentially be used to deter-
mine a competence standard. In this scoring system,
raters agreed before beginning the rating that a score of
7 (using a 0–10 scale) would be expected of an anesthe-
sia consultant. Although understanding a performance
consistent with an anesthesia consultant would be a
major advantage of this scoring system, the faculty who
assigned global ratings might have been influenced by
their knowledge of the residents training level, skills in
actual clinical practice, and time to graduation. An addi-
tional concern with global scores is that rater discrepan-
cies, especially their root causes, are more difficult to
resolve when the rating criteria are not as explicit. In
future studies, a method to define a standard of perfor-
mance expected of a competent specialist using more
objective criteria would help to determine whether dif-
ferences in scores among participants and groups are
relevant. In the absence of a definition of a consultant or
accepted performance standard, a significant difference
in a checklist or key action scenario or overall score is
difficult to interpret in the context of training or poten-
tially certification of practitioner skill.

All three analytic scoring methods (checklist, time to
key action, key action) correlated with a single global
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faculty assessment. This suggests that the checklist items
and key actions adequately captured complex perfor-
mance even though these analytic scoring systems did
not include a method to document unnecessary or po-
tentially detrimental actions or define a competence
standard. A method to identify and review added actions
not considered in the analytic scoring systems would be
a useful addition to the evaluation.

Rather than providing an examinee with a single pro-
longed scenario that posed multiple additive challenges,
we instead presented multiple reproducible exercises
that measured a defined, targeted management issue.
The selection of scenarios, goals, and actions expected
for each simulation encounter were based on a number
of steps involving multiple faculty members. The end
result was the development of a set of brief, targeted
simulation exercises relevant to anesthesia practice that
could be scored efficiently and reliably. As a result,
estimating a resident’s skill level was more reproducible
because the score was based on multiple performance
samples. Before beginning this study, we were unsure of
how many encounters might be required to provide a
reliable evaluative experience. For this reason, we arbi-
trarily selected a set of six encounters that could be
completed in an hour-long individual training session.
The generalizability coefficients were moderate from
this group of six scenarios, suggesting that if even more
precise measures of ability were required, additional
performance samples would be needed. We found that
there was considerable variation attributable to case con-
tent. In fact, case specificity, not rater stringency/lenien-
cy/bias, was the major determinant leading to variation
in simulation scenario scores. Although the positive cor-
relation between scenario scores, regardless of method,
suggests that similar aspects of clinical performance are
measured, the broad range of scores and different rank
ordering of trainees on each exercise suggest that a
variety of simulation exercises are required to effectively
assess acute care skills.

In medical assessment, there has traditionally been
concern about the potential subjectivity of expert raters.
Higher interrater variability is expected because of the
potentially subjective nature of the assessment and halo
effects from knowledge of a participant’s training or
background.10,14,17–19,27,34 In this study, the same three
raters used identical scoring systems to score all of the
participants. Although this methodology may help to
assure relatively consistent rater scores, five of our six
raters knew the training level and background of partic-
ipants. This could lead to halo effects, particularly when
using a global rating system. The scenario design, devel-
opment, and scoring procedures for the three analytic
systems were implemented to provide more objective
scoring methods and to achieve rater consensus on sce-
nario scoring. These study design factors may have
helped reduce the rater-related variance in scores. All of

the rater-related variances were small, suggesting that at
least in this simulation study, concern about subjectivity
of the scoring systems and rater reliability might not
have been as important a limitation of simulation assess-
ment as reported in previous studies. The consistent
finding in this study and a previous study of graduating
medical students using a similar methodology22 was that
the reliability of an examinee’s score is far more depen-
dent on the number of tasks or scenarios as opposed to
the number of raters per given task.

To increase the confidence of the ability measure,
additional scenarios would contribute more to the repro-
ducibility of the performance assessment than using
more raters. To achieve a reliability estimate for the
evaluation consistent with the generalizability coeffi-
cients reported in certification examination (� 0.75),
increasing the number of encounters to 10 or 12 would
achieve a predicted reliability of more than 0.8 for most
of the reported scoring systems. For example, using a
key action score, with double the number of scenarios
(n � 12) and the same number of raters (n � 3), the
estimated reliability coefficient would be 0.82 (SEM �
0.18). If only 1 randomly selected rater were used to
score a 12-scenario assessment, the reliability of the
scores would only decrease to 0.78 (SEM � 0.20). Re-
sults were similar for the other scoring methods. A more
detailed analysis of a larger set of scenarios would aid
in determining, based on the purpose of the assess-
ment, the optimal number of scenarios and associated
content mix.

Previous studies dealing with performance assessment
have cast a broad net and have included skills in com-
munication and behavior as part of the equa-
tion.10,11,17,18 The duration of scenarios and the multiple
skills that each encounter attempts to measure has gen-
erally led to arduous and complicated scoring ru-
brics.10,14,17–19,35 In comparison to previous simulation
studies, our methodology did not provide a mechanism
to assess skills in communication or leadership. To ef-
fectively assess skills in communication and leadership,
additional scenario complexity would be required that
might include “standardized” nurses and peers as well as
scoring systems that effectively measure these skills. In
this study, a directed encounter that isolated and mea-
sured participant skill in a single acute care setting was
used to measure ability. Our results indicate that many of
the psychometric concerns associated with mannequin-
based assessment can be overcome by this test battery
approach, which is similar in structure to the standard-
ized patient assessments used for certification and licen-
sure decisions.36,37

Although the battery approach typically used for stan-
darized patient assessments could be an effective
method to measure anesthesia trainee and consultant
skills, special attention must be paid to the particular
choice of scenarios. In general, the exercises must be
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chosen to reflect the actions expected of a trainee or
experienced practitioner in practice settings.38 The
scores on individual scenarios positively correlated with
overall scores, indicating that similar performance skills
were assessed by these exercises. A more detailed anal-
ysis of each scenario would be helpful to determine
which skills and scenarios require additional emphasis
during training. For example, we found that one of the
three postoperative scenarios (respiratory failure) was
most effectively managed by anesthesia residents and
was also highly correlated with overall performance
(case discrimination ranged from 0.69–0.89). In con-
trast, participants’ scores were the lowest on the other
two postoperative scenarios (anaphylaxis and stroke).
This suggests that a range of events may be required for
a comprehensive assessment, including preoperative, in-
traoperative, and postoperative problems. In addition,
from a content perspective, deciding the percentage of
scenarios to be sampled from various categories of con-
ditions (e.g., cardiovascular, respiratory, metabolic,
equipment) is essential for developing a valid, broad-
based, assessment. For standardized patient assessments,
this is often accomplished by matching assessment con-
tent to patient visit statistics available from national med-
ical surveys.39 A similar strategy for anesthesia could be
used. Here, one could identify clinical practice situations
that lead to perioperative patient morbidity and mortal-
ity. Relevant scenarios could be identified through the
analysis of Medicare databases, concentrating on postop-
erative patients in whom certain complications and con-
ditions result in a higher mortality.40 Overall, although a
multiple-scenario assessment is required to reliably mea-
sure acute care skills in anesthesia, the validity of assess-
ment is highly dependent on the type, breadth, and
content of the cases that are chosen to be modeled.

The broader significance of this, and related, investiga-
tions is the introduction of methods to measure and
access competence in clinical practice. In a recent re-
view of studies that define and assess competence, Ep-
stein and Hundert41 suggest that current assessment for-
mats test knowledge but may underemphasize a number
of important domains of competence, including integra-
tion of knowledge into clinical practice. This review
highlights the need for evaluations that target additional
important abilities, including situations that require high-
er-order clinical reasoning skills, pattern recognition,
and directed actions. Unfortunately, because of a short-
age of resources and expertise, few anesthesia training
programs are capable of developing evaluations that
meet the high psychometric standards required of exam-
inations used by licensure boards. Nevertheless, with
faculty support and an appropriate simulation environ-
ment, locally developed assessments can be used to
measure the advanced skills of healthcare professionals.
Additional psychometric studies involving larger num-
bers of residents and a broader sampling of the universe

of simulated conditions are required to support the gen-
eralization of our conclusions. More important, valida-
tion studies concentrating on the relation of the simula-
tion scores to other measures of clinical performance as
well as provider skill with “real” patients are necessary.
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